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ABSTRACT

Subsequence similarity matching in time series databases is an important research area for many applications. This paper presents a new approximate approach for automatic online subsequence similarity matching over massive data streams. With a simultaneous online segmentation and pruning algorithm over the incoming stream, the resulting piecewise linear representation of the data stream features high sensitivity and accuracy. The similarity definition is based on a permutation followed by a metric distance function, which provides the similarity search with flexibility, sensitivity and scalability. Also, the metric-based indexing methods can be applied for speed-up. To reduce the system burden, the event-driven similarity search is performed only when there is a potential event. The query sequence is the most recent subsequence of piecewise data representation of the incoming stream which is automatically generated by the system. The retrieved results can be analyzed in different ways according to the requirements of specific applications. This paper discusses an application for future data movement prediction based on statistical information. Experiments on real stock data are performed. The correctness of trend predictions is used to evaluate the performance of subsequence similarity matching.

1. INTRODUCTION

Many applications generate data streams and there is an increasing need to maintain statistical information online. Stream databases are distinguished from conventional databases in several aspects. Raw data is too large to be stored in a traditional database for efficient data management. Querying on the stream database is difficult in set-oriented data management systems. Because the data is changing constantly, a single-pass search over the stream is mandatory since it is infeasible or impossible to rewind the stream.
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requirements for online stock data analysis because it has a longer delay to identify an extreme point when the extrema ratio is large. It is necessary to have a new online segmentation algorithm that can quickly and accurately identify potentially important points. Second, the relative position of the upper and lower end points plays an important role in subsequence similarity. Figure 1 shows two examples of two pairs of subsequences which would be considered similar using existing subsequence similarity measures. But technical analysis of financial data is also concerned with the relative position of the upper end points as well as the relative position of the lower end points. The two pairs of subsequences in Figure 1 would not be considered similar by financial data analysts. Third, subsequence similarity should be flexible with regard to time shifting and scaling, price shifting and amplitude rescaling. Fourth, the resulting piecewise linear representation is explained in detail over an up-to-date database using the end points of the piecewise linear representation. The query will be carried out only when there is a new end point. The automatically generated query subsequence is the most recent subsequence of the end points, which reflects the most recent information of the raw financial data stream. A new mechanism that can turn on or off the search engine is enabled.

The rest of the paper is organized as follows. Section 2 briefly discusses related work on subsequence matching and data stream processing. Section 3 describes our strategy for data processing over incoming streams. The subsequence similarity matching of the resulting piecewise linear representation is explained in detail in Section 4. One application of our similarity search for trend prediction is discussed in Section 5. Section 6 presents our experimental results and Section 7 concludes this paper and provides some future research directions.

2. RELATED WORK

Similarity search in time series is useful for many data mining applications. Agrawal et al. [2] has first introduced whole sequence similarity matching. Faloutsos et al. [13] generalized it to subsequence similarity matching. The basic idea is to transform the sequence into the frequency domain using a Discrete Fourier Transformation (DFT). Then the first few features are extracted and the
Euclidean distance is used as the similarity distance function. Multidimensional indexing methods such as the R*-tree [5] can be applied for fast search. In subsequence matching, the R*-tree stores only Minimum Bounding Rectangles (MBR). New research based on subsequence search has grown in several aspects. New methods in constructing MBRs reduce false negatives [30]. Keogh et al. proposed Piecewise Aggregate Approximation (PAA) to reduce the dimensionality and to support fast sequence matching using R-trees. Other feature extraction functions, such as the Discrete Wavelet Transformation (DWT) [8, 20], Adaptive Piecewise Constant Approximation (APAC) [24], and Single Value Decomposition (SVD) [28] have been proposed to reduce the dimensionality of time series data. New distance functions such as Dynamic Time Warping [32, 35] and Longest Common Subsequences [11] have been explored to overcome the brittleness of the Euclidean distance measure or its variations [2, 13, 33].

Data streams have attracted more research interest recently [1, 3, 4, 12, 17, 18, 21, 22, 29, 31, 38]. Babu et al. [3] showed how to define and evaluate continuous queries over data streams. Some basic statistics over data streams have been studied. Datar et al. [12] studied single stream statistics using sliding windows. Gehke et al. [19] studied statistics for correlated aggregates over multiple data streams using histograms. Gao et al. [17, 18] introduce a new strategy of continuous queries with prediction on a stream time series. Liu et al. [29] treat KNN search over data streams using index structures. Zhu et al. [38] proposed a new method for statistics over thousands of data streams. Their research focuses on pair-wise correlation using a grid-based data structure. Data stream clustering algorithms include STREAM [22, 31], Fractal Clustering [4], and CluStream [1]. STREAM aims to provide guaranteed performance of data stream clustering and CluStream is developed for clustering large evolving data streams.

Stock data analysis has attracted researchers for years. Autoregressive and moving average are long used techniques [23] for stock market prediction. In the field of data mining, intensive research has been done on the application of neural networks to stock market prediction [27]. Stock trends can be also predicted based on the association of trends with news articles [16]. Fink and Pratt applied subsequence similarity matching in compressed time series by identifying major extrema [14]. The previous work does not concern the real time requirements of online financial data analysis. For instance, the t-test based piecewise segmentation in [16] works on static historical time series in the training phase. The compression algorithm in [14] runs in an online fashion. But it will take longer delay time to identify the previous extremum, which is not practical for stock trading where early detection of a potential end point is critical.

Our work differs from previous research in several aspects. The problem addressed here is online subsequence search over financial data steams and we have addressed the special requirements of financial data technical analysis. Our distance measure for subsequence similarity is a metric distance function based on a permutation. The subsequence matching process is triggered by new online events. Our database maintains up-to-date information with newly arrived data, not previously obtained data.

3. ONLINE DATA STREAM PROCESSING

Translating massive data streams into manageable data for the database, which can be queried and indexed upon is an important step for data stream subsequence similarity matching. This section discusses the data preprocessing steps before similarity search which result in piecewise linear representation of incoming streams. The process of data stream aggregation, segmentation and pruning is explained in more detail below.

3.1 Aggregation and Smoothing

Piecewise linear representation of the data streams requires the data streams to have one fixed value for each time interval. The incoming data streams may arrive at any time. Aggregation over raw data streams is both necessary and important for practical applications. A stream may acquire different aggregate values for different purposes. For example, in stock market analysis, the open, high (MAX), low (MIN), close, and volume (SUM) values of one quote over a time interval (minutes, hours, days, months or years) are very important information.

Aggregation makes sure there is a unique value for each time instance over a fixed time interval. If we draw the data movement with time, we can see a lot of shorter-time random oscillation over a longer-term trend. We need to filter out the noise before further data processing. We use the standard moving average which is widely used in the financial market [6] to smooth the data:

\[ MA_p(i) = \frac{1}{p} \sum_{j=i-p+1}^{i} X(j) \]

where \( X(i) \) is the value for \( i = 1, 2, ..., n \) and \( n \) is the number of periods. \( MA_p(i) \) calculates the \( p \)-interval moving average time series which assigns equal weight to every point in the averaging interval. By smoothing through the moving average, shorter-term noise will be filtered out while a clean trend signal is generated.

3.2 Piecewise linear representation

Piecewise Linear Representation uses line segments to approximate a time series [14, 26]. Our approach is new because we adopt a tiered online segmentation and pruning strategy. We do not segment over the price stream directly, instead we segment over one financial indicator, Bollinger Bands Percent (%b) [6], to be the first base input for line segmentation. Then we prune over the end points of the %b line segments based on some criteria of %b. The final line segments over the raw data stream are obtained by pruning on the previous line segments with criteria based on the raw price stream. We will explain in detail why we choose %b to do the segmentation and how the tiered structure provides high sensitivity and accuracy in the online segmentation.

3.2.1 %b indicator

Bollinger Bands [6] are widely used financial indicators which provide relative definitions of high and low values for time series. The bands are curves drawn above and below a moving average by a measure of standard deviation. An example of time series and Bollinger bands is shown in Figure 3b. The three curves are defined as follows:

- Middle Band = p-period moving average
- Upper Band = Middle Band + 2 · p-period standard deviation
- Lower Band = Middle Band - 2 · p-period standard deviation

%b, shown in Figure 3c, is another popular indicator derived from Bollinger Bands. %b tells us the current state within the bands. The formula for %b is the following:

\[ %b = \frac{\text{close price} - \text{lower band}}{\text{upper band} - \text{lower band}} \]

%b is chosen to be the first base for linear segmentation because of the following. First, %b has a smoothed moving trend similar to the price movement. If the price moves in an up trend, %b is also in an up trend. And if the price is in a down trend, %b is also in a down trend.
trend. The upper and lower end points of %b correspond to the upper and lower end points of the raw price data. Second, %b is a normalized value of the real price. Most %b values are between -1 and 2 no matter what real price values are. So we can set a uniform segmentation threshold for %b which we could not do over the real price. For example, if the average price of a stock is $1.00, a change of $0.20 may be considered as a big movement. But to a stock with an average price about $100.00, $0.20 difference can only be considered as noise. Third, %b is very sensitive to the price change. For example, if the average price of a stock is $1.00, a change of $0.20 can only be considered as noise. It will manifest the price change accurately without any delay. So segmentation over %b is more suitable than segmentation directly over the raw price data stream.

3.2.2 Segmentation
Segmentation is based on the %b values. For each time instance, there is a corresponding %b value. Segmentation over %b finds optimized upper and lower end points of the piecewise linear representation for %b. Figure 3d shows the segmentation results of Figure 3c. Our segmentation algorithm is different from others not only because of a different definition of upper and lower end points but also the resulting end points of our segmentation are in the zigzag shape which is not the case in other algorithms.

Our segmentation algorithm uses a sliding window with varying size. The sliding window can only contain at most m points, beginning after the last identified end point and ending right before the current point, as shown in Figure 4. If there are more than m points between the last end point and the current point, only the last m points are contained in the sliding window. The segmentation tries to find a possible upper or lower point only in the current sliding window. An upper point is defined as follows (the definition of a lower point is symmetric and thus is omitted here):

Suppose the current point is P_j(X_j, t_j). The upper point P_i(X_i, t_i) is a point in the current sliding window that satisfies:

1. \( X_i = \max(X \text{ values of current sliding window} ) \);
2. \( X_i > X_j + \delta \) (where \( \delta \) is the given error threshold);
3. \( P_i(X_i, t_i) \) is the last one satisfying the above two conditions.

Figure 4 shows an example of an upper point. Here, \( P_2 = P_3 \) is the current point. The previous identified end point is \( P_3 \), so the sliding window currently contains \( m = 9 \) points starting from \( P_4 \). Both \( P_9 \) and \( P_{10} \) have the maximum value, but only \( P_{10} \) is found as a upper point because it is the last one with the maximal value in the sliding window. Another thing needed to be mentioned here is the delay time, which is the time difference between the actually time of an end point and the time when it is identifies as an end point. Although the upper point is at \( t_{10} \), it is only identified at \( t_{13} \). The delay time for identifying \( t_{10} \) is \( t_{13} - t_{10} \). The threshold \( \delta \) plays an important role in the delay and the number of line segments. A smaller \( \delta \) will reduce the delay time but result in a larger number of short line segments, some of which may still be noise. A larger \( \delta \) will decrease the number of line segments but with longer delay. If \( \delta \) is too large, some useful information will be filtered out. There is a tradeoff between the delay time and more accurate piecewise linear representation. We propose an optimized algorithm for simultaneous online segmentation and pruning. The new algorithm will reduce the delay time yet will give more accurate piecewise linear representation.

3.2.3 Pruning
Before going into detail for our online segmentation and pruning algorithm, we first introduce the rationale and approach for pruning. To the best of our knowledge, no other published algorithm does pruning. Pruning is the process to remove noise-like line seg-

\[ \text{Figure 3: Piecewise linear representation (PLR).} \]
\[ \text{(a) Raw financial price stream data; (b) Raw stream data with Bollinger Bands; (c) The corresponding stream of } \%b \text{ values; (d) PLR of } \%b \text{ without pruning; (e) PLR of } \%b \text{ with pruning only on } \%b \text{ during segmentation; (f) PLR of raw stream data with pruning on } \%b \text{ and raw data during segmentation.} \]

\[ \text{Figure 4: A sliding window which finds an upper point. Suppose that } m = 10, \delta = 1.0, P_3 \text{ is the last identified end point, } P_{13} \text{ is the current point. The actual sliding window size } m \text{ is 8. } P_{10} \text{ is a new upper point.} \]
ments along with the segmentation process. Segmentation tries to find potential end points using a smaller threshold $\delta_s$, so new end points can be identified with shorter delay time. Pruning is smoothing over recently identified end points. Noise introduced by small $\delta_s$ will be filtered out by the pruning process and more accurate line segments are generated. This segmentation and pruning mechanism helps to quickly identify a new end point yet with accurate piecewise linear representation. The shorter delay time is very important for real time applications such as stock data analysis. The end points are generally critical points for stock transactions. The earlier such points are identified, the better the chances are for profitable stock trading.

The pruning process itself is a two-step process. First, $%b$ is used in the filter step. But when mapping $%b$ pruned end points onto raw data, the piecewise linear representation on raw data may still have some noise. It is possible that the $%b$ data values change considerably while the raw data values change very little. So we need a refinement step. Pruning on the raw data stream not only removes the oscillations of a trend, but also enforces the zigzag shape. Under rare conditions, the end points mapped directly from $%b$ end points may not be in the zigzag shape. Figure 3e and 3f still have some noise. It is possible that the $%b$ data values change considerably while the raw data values change very little. So we need a refinement step. Pruning on the raw data stream not only removes the oscillations of a trend, but also enforces the zigzag shape. Under rare conditions, the end points mapped directly from $%b$ end points may not be in the zigzag shape. Figure 3e and 3f still have some noise. If needed, pruning is carried out. Then the system waits for next stream data to come in and no pruning on raw data is done. If no pruning on $%b$ is required, the same line segment is checked for pruning. Since both points are upper points, the one with the larger value will be kept. Here, the value at $t_6$ is larger, end points $P(t_2)$ and $P(t_3)$ are removed, and line segments $t_1t_2$ and $t_3t_4$ on both $%b$ and the raw stream are removed. A new line segment $t_1t_4$ is created.

In online segmentation and pruning, at each new end point, we check the previous line segment for pruning. For example, in Figure 5, at the time when end point $e$ is identified, line segment $cd$ is tested for pruning. First we check the need for pruning on $%b$. If needed, pruning is carried out. Then the system waits for next stream data to come in and no pruning on raw data is done. If no pruning on $%b$ is needed, the same line segment is checked for pruning on raw data. So there is at most one pruning at each end point. The pruning algorithm is the same for pruning on both $%b$ and raw data.

We compare the last end point with the third last end point to see which one gives a better piecewise linear representation. If the two points are upper points, the one with the larger value will be kept. Otherwise, if both lower points, the one with the smaller value will be kept. Figure 5 gives an example for pruning with the last end point as a lower point. End points $e$ and $c$ are compared. If $e$ has smaller value, end points $c$ and $d$ will be removed from the end points stream, and a new line segment $be$ is generated (Figure 5b). If $c$ has smaller value, end points $d$ and $e$ will be removed. Line segment $be$ will remain (Figure 5b).

### 3.3 Online segmentation and pruning

Our online subsequence similarity matching is based on the similarity between two subsequences of end points. A single-pass for online segmentation and pruning is mandatory. To reduce the time delay in identifying end points and improve piecewise linear representation, we use different thresholds for segmentation and pruning: a smaller threshold $\delta_s$ for segmentation over $%b$, a larger threshold $\delta_p$ for pruning over $%b$, and a separate $\delta_{pp}$ for pruning over raw stream data. A smaller threshold for segmentation will ensure the sensitivity and reduce delay. A larger pruning threshold will filter out noise. Our experiments show that $\delta_s \approx 0.02$, $\delta_p \approx 1.5$ are suitable for most stock prices. The value of $\delta_{pp}$ is flexible and varies according to different users. Experiments have shown that $10\%$ to $20\%$ of the price change over the trading period has reasonable results. For instance, for intra-day trading, if a quote’s average daily price change is $\$1.50$, $\delta_{pp}$ between $\$0.15$ to $\$0.30$ all can achieve pretty good results.

The online segmentation and pruning are running simultaneously. Whenever an upper/lower point is identified by the segmentation process, the previous line segment is checked for pruning as mentioned in Section 3.2.3. To better explain the online segmentation and pruning algorithm, an animation of the process is illustrated in Figure 6. Suppose now we are after the time when $t_0$ is identified as an upper point (Figure 6a). As time goes on, $P(t_1)$ is identified to be a potential lower point (Figure 6b). A temporary line segment $t_0t_1$ is generated. The line segment immediately before $t_0$ is checked for pruning. Since the amplitude of the line segment on $%b$ is larger than $\delta_p$, and that of raw stream is larger than $\delta_{pp}$, neither pruning on $%b$ nor on raw stream is needed. Similarly, end points $P(t_2)$ and $P(t_3)$ are identified as potential end points without pruning (Figure 6c).

A pruning is encountered when $P(t_4)$ is identified as a potential upper point (Figure 6d). The line segment $t_3t_4$ is checked for pruning. Since the amplitude of $t_2t_3$ is less than $\delta_p$, a pruning process is required. The last end point $P(t_4)$ and the third last end point $P(t_2)$ are compared for a better Piecewise Linear Representation on $%b$. Since both points are upper points, the one with the larger value will be kept. Here, the value at $t_4$ is larger, end points $P(t_2)$ and $P(t_3)$ are removed, and line segments $t_1t_2$ and $t_3t_4$ on both $%b$ and the raw stream are removed. A new line segment $t_1t_4$ is created.

Continuing the segmentation and pruning process to time $t_5$, a new potential lower end point is identified without pruning. Another pruning process is encountered at time $t_6$ when a new potential upper point is identified (Figure 6e). The amplitude for the previous line segment $t_4t_5$ on $%b$ is larger than $\delta_p$, so no pruning on $%b$ is required. But the amplitude of $t_4t_5$ is less than threshold $\delta_{pp}$, pruning on raw data stream is required. By comparing the raw price values at $t_4$ and $t_6$, the end point at $t_6$ is kept while end points $t_4$ and $t_5$ are removed.

As a summary for Figure 6, for time $t_0$ to $t_6$, the two end points on the raw data stream are identified, i.e., the end points at $t_1$ and $t_6$. All other potential end points are removed by pruning on either $%b$ or the raw stream. The end points of $%b$ are only a temporary tool and will not be kept in the final piecewise linear representation of the raw data stream. Also we have the following observations:

- If an end point has one following line segment whose amplitude is larger than the pruning threshold on both $%b$ and raw data, the end point should be removed. The corresponding filled line segments covered by dotted lines are removed.

Figure 5: Two possible ways for pruning line segment $cd$. 
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data stream, that end point is fixed, i.e., it can not be removed by further segmentation and pruning process.

- After pruning, if an end point has two following line segments, that end point is fixed.
- When a new potential end point is identified but no pruning is needed, a new fixed end point will be produced.
- The online segmentation and pruning algorithm will only affect the last three end points.

Combining the above observations, it is easy to understand that the online segmentation and pruning can be done with varying-length sliding windows, starting from the last fixed end point to the current data of the stream. And there are at most three end points that need to be kept for the following segmentation and pruning procedure. All the fixed end points are updated into the database in real time, so the database has up-to-date information.

3.4 Dynamic Adjustment

Occasionally a stock quote will have a dramatic change in price caused by a stock split or stock merge. Upon stock merge (or split), the current stock price will have a sharp increase (or decrease). A dynamic adjustment is needed to correct the historical data, which is adjusted with the same ratio for the change. In the case of a merge, we only need to increase the historical data values according to the merge ratio. But in the case of stock split, not only we need to decrease the historical data values, but also we need to prune on the historical PLR, since some line segments are under the threshold $\delta_p^d$. Thus a recursive pruning on the historical data is carried out.

Another optimization is to approximate the stream at different granularities by constructing hierarchical PLR end points. The database stores the base end points, which is obtained by PLR on the raw streams with base $\delta_s$, $\delta_p^b$ and $\delta_p^d$. It can be used for similarity matching of PLR query subsequence over 1 minute raw data and with the same thresholds. When a query subsequence is with other time granularities (such as 20 minutes) or different thresholds (larger than the base thresholds), a dynamic process to construct the PLR with the same conditions as the query subsequence is performed on the historical base PLR end points.

4. SUBSEQUENCE SIMILARITY MATCHING

Our online event-driven subsequence similarity matching over data streams is based on the piecewise linear representation of the stream. In this section, we first provide details about our new definition of subsequence similarity. Then we introduce event-driven online subsequence similarity matching.

4.1 Subsequence similarity

The subsequences in our application are subsequences of end points. The subsequence similarity matching in our application finds the subsequences of end points that are similar to the query subsequence. For simplicity, the retrieved subsequence and the query sequence have the same number of end points.

There have been many research efforts for efficient similarity search based on Euclidean distance or its variations [8, 13, 25, 30, 33], DTW distance [26, 32, 35], or LCS distance [11]. However, they do not address the special requirements of financial data analysis. For example, the distance functions do not concern the relative position of corresponding end points. We hereby propose a new subsequence similarity definition which is more appropriate for financial data analysis.

Our similarity distance function is based on the relative positions (the permutations) of the upper and lower end points in the subsequence. The permutation of a sequence $S$ with $n$ elements is a permutation of 1, 2, ..., $n$. It is calculated through the following steps. Consider a stream of end points:

$$S = \{(X_1, t_1), (X_2, t_2), ..., (X_n, t_n)\}$$

First, we divide the end points into two subsets by putting all the upper points into one subset and all lower end points into another. In each subset, the end points are still in the order of time. Without loss of generality, suppose that $(X_1, t_1)$ is an upper point and $n$ is even, we will get a new sequence of the $n$ points as

$$S' = \{(X_1, t_1), (X_3, t_3), ..., (X_{n-1}, t_{n-1})\},$$

$$\quad \{ (X_2, t_2), (X_4, t_4), ..., (X_n, t_n) \}$$

Next we sort the X values of each subset. We will get another sequence

$$S'' = \{[X_{i_1}, X_{i_2}, ..., X_{i_{n-1}}] | [X_{i_1}, X_{i_2}, ..., X_{i_n}]\}$$

where $X_{i_1} \leq X_{i_2} \leq ... \leq X_{i_{n-1}}$, $X_{i_2} \leq X_{i_4} \leq ... \leq X_{i_n}$, $i_1, i_2, ..., i_{n-1}$ is a permutation of 1, 3, ..., $n-1$ and $i_2, i_4, ..., i_n$ is a permutation of 2, 4, ..., $n$. 

Figure 6: Illustration of the online segmentation and pruning.
The case of Figure 7. The values at therefore it may prove useful for non-financial data as well.

Definition. We can still handle the special case by changing the search algorithm, the permutations of the query subsequence and the retrieved subsequences are compared first, if the same permutation, the distances are calculated. If a query subsequence has any pairs of upper points (or lower points) with distance under a certain predefined threshold, we consider the query subsequence to have two permutations. Subsequences of the two possible permutations are both searched. In the worst case, the distances between the query subsequence and all possible subsequences will be computed. Since after piecewise linear representation to reduce the dimensions, the subsequence lengths of the PLR end points are below 10, the possible permutations are limited and the special cases are uncommon, so the query performance is still reasonable.

The two parts of the similarity definition are both necessary and complementary which can be illustrated in Figure 2. The permutation is concerned only with relative positions of the end points and not with the differences of actual prices. The permutation alone provides our similarity search with the flexibility of time scaling and amplitude rescaling. The amplitude distance function is more sensitive to the change of amplitudes. The two parts together give our similarity search with flexibility, sensitivity and scalability.

Next we want to show that our distance function is a metric function and we can use metric distance indexing methods for faster search. First we introduce the following lemma.

**Lemma 1.** If \( a, b, c \geq 0 \), \( |a - b| \leq |a - c| + |c - b| \).

**Lemma 2.** If \( a, b, c, X_1, X_2, Y_1, Y_2 \geq 0 \), \( X_1 \leq X_2 \) and \( Y_1 \leq Y_2 \), then \( \alpha(bX_1 + cY_1) \leq \alpha(bX_2 + cY_2) \).

\( \{i_1, i_2, ..., i_{n-1}, i_2, i_4, ..., i_n \} \) is called the **permutation** of S. It represents the relative positions of the upper end points and the lower end points. With the permutation of a subsequence, we can define subsequence similarity as following:

**Definition 1.** Given two subsequences \( S \) and \( S' \):

\[
S = \{(X_1, t_1), (X_2, t_2), ..., (X_n, t_n)\}
\]

\[
S' = \{(X'_1, t'_1), (X'_2, t'_2), ..., (X'_n, t'_n)\}
\]

\( S \) and \( S' \) are similar if they satisfy the following two conditions:

- \( S \) and \( S' \) have the same permutation.
- \( d(S, S') < \gamma \) where

\[
d(S, S') = \frac{1}{n-1} \left( \alpha \cdot \sum_{i=1}^{n-1} |X_{i+1} - X_i| - |X'_{i+1} - X'_i| \right)
+ \beta \cdot \sum_{i=1}^{n-1} \left| (t_{i+1} - t_i) - (t'_{i+1} - t'_i) \right|
\]

and \( \alpha, \beta \) and \( \gamma \geq 0 \) and are user-defined parameters.

The \( \gamma \) value is dependent on the raw data pruning threshold \( \delta_p \), and special applications. Our experiments show that the optimal value of \( \gamma \) is around 0.8 \cdot \delta_p, when \( \alpha = 1 \) and \( \beta = 0 \).

In all of our experiments on financial data we use \( \alpha = 1 \) and \( \beta = 0 \). We have made our definition of similarity more general because its metric properties can be proved in the more general case and therefore it may prove useful for non-financial data as well.

The subsequence similarity definition seems brittle in the special case of Figure 7. The values at \( P_2 \) and \( P_3 \) only differ a tiny bit in the two sequences, but the permutations of the two sequences are different. They will not be considered similar using our similarity definition. We can still handle the special case by changing the search algorithm still using the similarity definition. In our search algorithm, the permutations of the query subsequence and the retrieved subsequences are compared first, if the same permutation, the distances are calculated. If a query subsequence has any pairs of upper points (or lower points) with distance under a certain predefined threshold, we consider the query subsequence to have two permutations. Subsequences of the two possible permutations are both searched. In the worst case, the distances between the query subsequence and all possible subsequences will be computed. Since after piecewise linear representation to reduce the dimensions, the subsequence lengths of the PLR end points are below 10, the possible permutations are limited and the special cases are uncommon, so the query performance is still reasonable.

4.2 Event-driven subsequence match

Stream data comes in continuously. Performing similarity search upon all incoming data is not efficient for massive stream data management, especially not for real time applications such as stock market analysis. Another possible option is to do similarity search after a fixed time period (for example every 20 minutes). This will reduce the computation burden but it is insensitive to the changes between two query times and may lose some potentially important information. The event-driven similarity search proposed here will reduce the huge computation burden over the system as well as maintain sensitivity to changes.

An **event** means a new potential end point is being identified and no pruning is needed. For example, in Figure 6, when \( P(t_1), P(t_2), P(t_3) \) are identified as potential end points, they are called events; while no event occurs when \( P(t_4) \) is identified. The event-driven subsequence similarity matching performs automatic subsequence similarity search only at the time when there is a new event. The similarity search is totally automatic. The search requests are automatically generated by the online segmentation and pruning algorithm. The automatically generated query subsequence is the most recent \( n \) fixed and potential end points (including the newly identified potential end point at the event).
The automatic event-driven subsequence similarity has a trigger, which separates the online similarity search (the query engine) from the online segmentation and pruning process (the data engine). The data engine is for data acquisition and database updating, which runs all the time and processes each incoming stream data. The query engine can be turned on or off without affecting the data engine. This is a very friendly feature for application users. For some time periods, an application user may not want to trade, so the query engine is off while the data acquisition engine is still on. When the user returns to trade, the query engine is turned on with an up-to-date database.

5. TREND PREDICTION

The results of our online event-driven subsequence similarity matching can be analyzed using different analytical or statistical approaches for different applications. Practical utilizations of our subsequence similarity matching include trend prediction, new pattern recognition, and dynamic clustering of multiple data streams based on subsequence similarity. As a sample application, trend prediction is discussed in details as follows.

Each historical end point has a trend. A trend of an end point is the tendency of the raw stream after a given number (k) of end points from the current end point. The trend of one end point may be different for different durations of time. We define the trend of an end point based on the number of end points. Trend-K is the overall trend from the current end point to the next k\textsuperscript{th} end point. For simplicity, we define four trends: UP, DOWN, NOTREND, UNDEFINED. Given an end point E and its next k\textsuperscript{th} end point E\textsubscript{k}, the trend of E is defined as follows (where e is a user defined parameter):

If \( E_k \cdot X \geq E \cdot X + e \), E.trend = UP;
If \( E_k \cdot X \leq E \cdot X - e \), E.trend = DOWN;
If \( E \cdot X - e < E_k \cdot X < E \cdot X + e \), E.trend = NOTREND;
If E does not exist, E.trend = UNDEFINED.

According to the above definition, the most recent k end points have trend of UNDEFINED. All other historical end points have fixed trends of UP, DOWN or NOTREND. k is important in determining the trend of an event. Figure 8 gives an simple example of how the value of k affects the trend. For example, when k = 1, b has a DOWN trend (the price at c is lower than that at b by e or more); but when k = 2, b has an UP trend (the price at d is higher than that at b by e or more); and when k = 3, b has an NOTREND trend (the price between e and b is less than e). Our experiments show that, if we choose the value of e to be 10% to 20% of the average price change over a period, it is optimal for short-term trading, such as intra-day trading. Long-term trading favors a larger e value.

Subsequence similarity search returns a list of end points. Each is the last end point of one retrieved subsequence. Simple statistical information are carried out on trends of retrieval end points, and the statistical results is used to predict the trend at the query event. Our statistical approach is simply to count how many UP, DOWN, NOTREND end points. Then we calculate the percentage of each trend D using the following formula:

\[
F(D) = \frac{\text{# of retrieved end points with trend } D}{\text{total # of all retrieved end points}} \times 100\%
\]

If there is a large number of similar subsequences at an event, its trend can be predicted based on F(D) value of each trend. We propose the following scheme:

If \( |F(UP) - F(DOWN)| < F(NOTREND) + \lambda \), predict NOTREND;
otherwise,
if \( F(UP) > F(DOWN) \), predict UP;
else, predict DOWN.

Here \( \lambda \) is a user-defined threshold, e.g. 5%. For instance, if the similarity search retrieved 1000 similar subsequences from history, and the statistics show historical trends with 70% UP, 10% DOWN, 20%, the future moving trend of the query event can be predicted as UP. This is because \( F(UP) - F(DOWN) = 60\% \), which is larger than \( F(NOTREND) + \lambda = 25\% \). As another example, if the historical trends are 51% UP and 49% DOWN, even though \( F(UP) > F(DOWN) \), we really should predict NOTREND since they are close.

6. PERFORMANCE EVALUATION

6.1 Experimental setup

We have evaluated the performance of our online event-driven subsequence similarity search based on the correctness of trend predictions. Real stock data are used in our experiments. For each incoming data stream, aggregated values per minute have been accumulated. More than 3,000,000 data points from 20 different stocks were used in experiments. First, about 3,000,000 historical data points are used as a test bed to set up all parameters and build the initial database. Another 500,000 new data points are tested for online similarity search followed by trend prediction. For simplicity, for one query, the query is performed on a single stream, which is the same as the query subsequence.

All our experiments are conducted on a DELL OPTIPLEX GX 260 with Pentium(R) 4 processor, 2.66GHz CPU, 1GB RAM. Series of experiments have been carried out on how to choose each parameter. For example, there is a series of experiments for p-interval moving average with \( p = 8, 10, 12, 15, 18, 20, 22, 25 \). Another series is for segmentation with \( \delta_p^n = 0.05, 0.1, 0.12, 0.15, 0.2, 0.3 \) and \( \delta_p^m = 0.1, 0.15, 0.2, 0.3 \). For the experiments discussed below, the following parameter setting is constant with moving average
Figure 9: Correctness of trend predictions. (a) With different similarity measures; (b) By different query mechanisms; (c) Average delay time to identify an end point.

$p = 20$, segmentation sliding window size $m = 10$, segmentation threshold $\delta_s = 0.02$, pruning threshold $\delta_p = 0.1$. Other parameters depend on the properties of raw data streams. $\delta_s$ is about 10% - 20% of the average daily price change of a raw data stream. The similarity threshold $\gamma$ of our distance function is $4 \cdot \delta_p$. Trend duration $K$, trend range $\epsilon$ are user-specified as is the subsequence length parameter $n$. Typically, $n$ is between 3 and 8.

Although we defined similarity using a distance function which includes time as well as amplitude, we do not use time here ($\beta$ is zero and $\alpha$ is one). Our new similarity measure is thus called $\text{Perm} + \text{Amp}$, denoting that it is based only on the permutation and the amplitude.

Our experiments demonstrated that raw streams can be grossly grouped according to their average price changes over a fixed time period. If the average daily price changes are almost the same, the best parameter setting on one stream is almost the best setting on another stream. But the same setting may have quite different performance for two streams with different average price changes. The following discusses the performance of one group of streams whose average daily price changes are between $1.00$ to $3.00$. Other groups have displayed the same pattern with different parameter settings.

6.2 Experiments on similarity definition

Prediction accuracy using our new similarity measures is compared with similarity measures based on Euclidean distance. The Euclidean distance mentioned here allows subsequence similarity with price shifts and time scaling. Each experimental set has more than 1,600 queries and 500 predictions. The comparison is based on the accuracy in trend prediction. Figure 9a displays the percentage of correct predictions in 5 experimental sets. Accuracy based on our new similarity measure ($\text{Perm} + \text{Amp}$), which uses an amplitude distance function over permutation, achieved superior results. The correctness of prediction based on the Euclidean distance function ($\text{Perm} + \text{Euc}$) is 8% less than that based on our new similarity measure ($\text{Perm} + \text{Amp}$). Trend predictions based on permutation only ($\text{Perm only}$) and amplitude distance function only ($\text{Amp only}$) are also summarized in Figure 9a. Their performance is much less accurate than the combined one. These results also prove that the two parts of our similarity definition are complementary to each other and both are important. The percentage of correct trend predictions decreases more than 10% if using similarity measure based on permutation only or the distance function only. The same conclusion can also be summarized with Euclidean distance by comparing the performance among permutations only ($\text{Perm only}$), Euclidean distance only ($\text{Euc only}$), and the combination of permutations and Euclidean distance ($\text{Perm} + \text{Euc}$).

6.3 Experiments on event-driven matching

Our query engine uses an event-driven similarity search mechanism instead of querying for a fixed period. The correctness of trend predictions is summarized in Figure 9b. A series of experiments have been performed over different fixed time periods, ranging from 1 minute ($FT1$) to 30 minutes ($FT30$). $FTi$ means query every $i$ minutes. It is clearly shown that event driven subsequence similarity search ($\text{Perm} + \text{Amp}$) has outperformed search over any fixed period $FTi$. The different fixed time period searches have almost the same average correctness. This is because we use the most recent end points to search the database and predict the movement for the query time. The query sequence does not concern how far away the query point to the last identified potential end point (the delay time). It is easy to understand that the closer the query point to the last end point, the shorter delay time, and thus the better prediction accuracy. The fixed time period queries have almost the same prediction correctness because the correctness is the average accuracy in prediction.

Figure 9c shows average delay time for different query mechanisms. The delay time for event-driven similarity was 3min, while the delays for all the fixed periods were all around 7min. This delay time explains the lower correctness in trend prediction with fixed time periods. Each line segment covers about 30 raw data points. Although search over a fixed period could give better prediction when the query point is close to the last end points, there is more changes the query points with fixed period would be far away from the last end point.
6.4 Experiments on data streams

Experiments on the correctness of trend prediction over different streams have been performed to test the effects by stream properties. Figure 10a compares the correctness of trend predictions using different similarity measures (Perm + Amp and Perm + Euc) and different search mechanisms over different data streams. Perm + Amp and Perm + Euc use event-driven similarity matching. AVG(FT) is the average correctness of prediction with fixed time interval from 1min to 30min. It can be seen that the event-driven similarity search using our new similarity measure has better performance in all the streams. Figure 10b shows the raw data streams we used in our experiments whose results are in Figure 10a. From looking at these raw data streams, we can see that our method works well for a wide variety of data streams. The correctness of trend predictions are more than 60% for all the streams. It works better when the market is in an overall bull/bear market (ERTS, COF and QLGC), where the trend predictions are more than 70% correct. Even when the market is a no-trend market (urning and QLGC), our prediction scheme still works well, with prediction correctness more than 60%. On the contrary, the correctness of predictions based on Euclidean distance or with fixed time interval varies according to the characteristics of different streams, sometimes only achieving totally random predictions (50% correctness).

The stream of EBAY is of great interest because it requires dynamic adjustment as described in Section 3.4. Figure 10b shows the adjusted stream of EBAY and Figure 10c is the raw EBAY stream without adjustments. Figure 10c starts with a bear market. Then it changes to a bull market, followed by a no-trend market (before the dashed line). At the time of the dashed line, the stock has a share split of 2:1 (one share to two shares split) and the price has a sharp drop from $110.00 to $55.00. Our event-driven subsequence similarity matching dynamically adjusts this special situation gracefully, with 70% correct predictions. The corresponding predictions with Euclidean distance are only 60% correct. The correctness of predictions based on fixed time intervals is much worse (almost random — 51% correct).

6.5 Experiments on query subsequence length and trend duration

A series of experiments has been performed to test the effect of subsequence lengths and trend durations. For financial data analysis, the lengths of subsequences of the resulting PLR range from 3 to 8. Our experimental results show that when the average lengths between two adjacent PLR end points is between 30 to 40, our method will have better prediction results. When the subsequence has 3 points, there are 2 intervals (line segments). Thus the corresponding subsequence of raw streams contains 60 to 80 data points. When the subsequence has 8 points, there are 7 intervals. Thus the corresponding subsequence of raw streams contain 210 to 280 data points.

For each of the experiments shown in Figure 11, we use the same streams and query periods using our method. We only vary the query subsequence length. For longer query subsequences, there are more permutations. Hence there are fewer similar subsequences available for distance comparison. In spite of this, Figure 11a shows that longer query subsequences result in better prediction correctness. Figure 11b illustrates the relative number of similar subsequences (with same permutation) based on length. In addition, because there are fewer similar subsequences, the number of times a prediction can be made(i.e., "UP" or "DOWN", but not "NOTREND") is smaller with longer query subsequences and this is also illustrated in Figure 11b.

Figure 11c shows the correctness of trend predictions with different trend duration k. We can see that the closer the prediction events to the query events, the more accurate the predictions are.
6.6 Experiments on CPU cost and query time

We define the CPU cost as the average computation time for subsequence similarity matching by sequential scan. The relative CPU cost is measured relative to the CPU cost of FT1 (one minute time periods). As shown in Figure 12, it is easy to understand that the CPU cost decreases as the fixed query time intervals increase. It also shows CPU cost of event-driven subsequence similarity matching is about the same as FT30 (30-minute time periods). The CPU cost of similarity matching based on permutations and a distance function (Amp+Perm and Euc+Perm) is only a little higher based on permutations (Perm Only). This is because we store the permutations of historical data and thus save run time computations. We only compute the distance between the historical subsequences whose permutations are the same as that of the current query subsequence. It also explains why similarity matching methods based on distance functions only (Amp Only and Euc Only) have higher CPU cost. They do not have the pre-computed permutations as a filter, so they need to compute the distance between each historical subsequence and the query subsequence. So our event-driven similarity matching mechanism has greatly reduced the CPU cost.

Our event-driven similarity matching runs in real time. Using similarity based on permutations and the amplitude distance function, the average response time for a single query is only 130 milliseconds for subsequences with length 7 and queries on the database with 100,000 PLR end points, which corresponds to 3,000,000 raw stream data points. The raw financial data streams come in with irregular time intervals, and we aggregated the raw data with a fixed time interval, which is 1 minute in our case. A 130-millisecond responding time is fast enough for real-time predictions.

7. CONCLUSIONS & FUTURE WORK

In this paper, we introduced a new approach for event-driven subsequence similarity matching based on a newly defined subsequence similarity measure over financial data streams. Upon studying the special requirements and real-time application needs of financial data analysis, we proposed a new simultaneous online segmentation and pruning algorithm for piecewise linear representation of raw financial data streams. The new algorithm used tiered processes for incremental segmentation. It features quick identification of new end points yet maintains accurate segmentation. We also defined a new subsequence similarity measure for subsequence matching. The new similarity measure is composed of two parts, a permutation and a distance function. Experimental results showed it has better performance than subsequence similarity measures based on Euclidean distance. An event-driven online subsequence similarity search approach is proposed, in which automatic online queries are generated only at a time when a line segment is generated. The new search mechanism had about 30 times less computational burden than the scheme to query at each time instance. Performance experiments demonstrated that event-driven search outperformed the searches with any fixed time period. Using the similarity search results as a guidance, we have achieved promising trend prediction correctness (average 68%). Our approach works well for a wide variety of streams. The query response time is fast for real-time applications.
Future research can proceed in several directions. Our immediate plans include incorporating indexing in the search algorithm. Since we have shown that our distance function is metric, a number of indexes [7, 9, 10, 34, 36, 37] may be applicable. Another possibility is to explore a weighted statistical function to improve trend prediction. The weighted statistics will consider the effects of similarity distance and time difference. Still another problem is finding an algorithm for dynamic clustering of multiple streams. Last, scheduling and concurrency control of multiple queries over massive data streams in real-time applications is also of great research interest.
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